Neural prediction of water absorption in the sealing process of a dam grout curtain
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Abstract

The problem is formulated as a prediction of unit water absorption $Q$ in secondary boreholes on the base of measurements of the unit water and cement absorption in primary boreholes. Having a predicted water absorption $Q$ the injection of cement grout can be evaluated. The paper is associated with measurements carried out on the earth dam Klimkówka in the South-Eastern Poland. The input and output data correspond to average values of measured unit absorption in three curtain layers. Back Propagation Neural Networks (BPNNs) and Fuzzy Weight Neural Networks (FWNNs) were used in each layer. It was stated that satisfactory crisp approximation was achieved in the deepest layer C. Application of FWNNs gave interval type predictions in all layers.
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1 Introduction

1.1 Problem description

One of the most important element of water reservoir is a grout curtain below the dam. The main goal of the grout curtain is to reduce seepage through the foundation of dam. The grout curtain is developed by the injection of pumpable materials into the soil foundation. The necessity of grouting is mainly derived from the results of water pressure tests (WPTs). During the WPT water is pressed into the joints and the amount of water absorbed is measured. The absorption of 1 liter of water per minute and per 1 m of borehole under pressure of 1 MPa makes 1 Lugeon (1 Lu) [1]. If the amount of water absorbed in the particular borehole is greater than a limit value then the injection of cement grout into a soil or rock formation is performed. Firstly, the injection is performed in regularly spaced (10 m) primary boreholes. Secondly, the injection is continued in secondary boreholes which are located half way between primary boreholes. The injection is performed also in tertiary and quaternary boreholes (if more boreholes are required) [2]. The technology of grouting described above is very time-consuming and expensive. This is mainly caused by making secondary boreholes and carrying out WPTs in them. That is why Artificial Neural Networks (ANNs) are used to predict the water absorption in secondary boreholes without WPTs.

1.2 Klimkówka dam grout curtain

A neural prediction approach is discussed on the earth dam Klimkówka on the Ropa river in the South-Eastern Poland [3]. In Fig. 1, a scheme of grout curtain is shown. The curtain is divided into three layers A, B, C independent of the basement soil stratification. Two primary exemplified boreholes Nos 109, 117 are marked as solid vertical lines and the secondary borehole No 113 is shown by dashed line. Altogether 34 primary boreholes were performed in which WPTs were made and cement injection was made. The same was repeated for 33 secondary boreholes. On the basis of evidence of measurements during the sealing process [3] a data set of patterns could be selected corresponding to the following input vector $\mathbf{x}$ and a scalar output $y$:

$$\mathbf{x} = \{q_L, q_R, c_L, c_R\}, \quad y = Q,$$

where: $q_L$, $q_R$ – the unit water absorptions in the left and right hand sides boreholes L and R, respectively; $c_L$, $c_R$ – unit cement grout absorption in the boreholes L and R; $Q$ – unit water absorption in the secondary borehole between L and R.

Altogether $P = 74$ patterns could be completed with the distribution $PA = 22$, $PB = 24$, $PC = 28$ corresponding to the curtain layers A, B, C, cf. Appendix.

![Fig. 1. Scheme of the Klimkówka dam grout curtain](image)

2 Neural simulations

2.1 General remarks

The pattern set was examined by means of MLP type neural networks called in [4] Back-Propagation Neural Networks (BPNNs). Using different validation procedures [5] it was stated that the patterns are very inconsistent and that was why a decomposition of the problem was performed, i.e. three networks of different architecture were designed. These BPNNs were then used for the standard neural prediction, i.e. using crisp values for the inputs, outputs and NN parameters (weights and biases). Then the analysis was repeated by three Fuzzy Weight Neural Networks (FWNNs), corresponding to standard BPNNs formulated for the curtain layers.
The formulation of FWNN was described in [6] but because of a delay in publishing the Conference Proceedings a short description of this NN is given below.

2.2 Network FWNN

The Fuzzy Weight Neural Network (FWNN) is formulated on the base of the approach described in [7]. The main idea lies in the learning of the standard BPNN by a sequence of individual patterns. The set of neural parameters (synaptic weights and biases), called for short set of weights, can then be used for the formulation of the weight membership functions. A schematic algorithm of the FWNN formulation, taken from [6], is shown in Fig. 2.

![Schematic algorithm of FWNN formulation](image)

In Stage I the standard BPNN is trained on all training patterns \( L = \{(x, t)^{(p)} | p = 1, \ldots, L\} \). The computed set of NN weights \( \{w_i^0\} \) for \( i = 1, \ldots, NW \) is used as the next Stage II as a set of initial values. At Stage II the network is learnt \( L \) times for a sequence of single training pairs \( (x, t)^{(p)} \) starting from the same initial weights \( \{w_0\} \). After the training is ended a set of weights is completed \( \{w_{ip}\} = \{w_1, \ldots, w_L\} \) for each weight \( i \). At Stage III the membership function \( \mu_i = \mu(\{w_{ip}\}) \) is formulated for each weight.

In [6] the formulation of membership functions was supported on pseudo-experimental cumulative functions. In the present paper we used triangular shape functions (in Fig. 3. the subscript \( i \) is omitted) as suggested in [7].

![Triangular membership function of a NN weight](image)

After the membership functions are formulated for all the NN weights the FWNN neural network is ready for operation. In the operational phase the interval arithmetics is used with respect to \( \alpha \)-cuts. FWNN can be used for the input-output mapping for the interval inputs \( [x^L_j, x^U_j] \), where \( j = 1, \ldots, N \) are components of the input vector. In case of crisp inputs there are \( x = x^L_j = x^U_j \) for each \( \alpha \). Independent of type of inputs (crisp or interval values) the FWNN output is always of interval type \( [y^L, y^U] \), i.e. a membership output function can be estimated by a set of discrete \( \alpha \)-cuts.

2.3 Neural prediction of water absorption for the Klimkówka dam grout curtain

Results of measurements taken during the sealing process are listed in Appendix completed on the base of [3]. The measurements are split into three groups corresponding to the curtain layers A, B, C.

The total set of patterns \( P = \{(x, y)^{(p)} | p = 1, \ldots, P\} \) for \( P = PA + PB + PC = 22 + 24 + 28 = 74 \) is used to perform the mapping \( x^{(p)} \in R^4 \rightarrow y^{(p)} \in R^1 \), optimal with respect to minimum of the RMSE measure

\[
RMSE = \frac{1}{K} \left( \frac{1}{S} \sum_{r=1}^{K} \sum_{p=1}^{S} (t_r^{(p)} - y_r^{(p)})^2 \right)^{1/2},
\]

where: \( r = 1, \ldots, K \) - number of learning processes; \( p = 1, \ldots, S \) - number of patterns; \( t_r^{(p)} \), \( y_r^{(p)} \) - target and computed (approximated) values of outputs, respectively; \( S = L, T \) - number of training or testing patterns, respectively.

The total number of \( P = S = 74 \) patterns appeared to be small with respect to their density and distribution in the four dimension input space. That was why the cross-validation procedures corresponding to the families of BPNNs of structure 4-H-1, 4-H1-H2-1 did not give numerically efficient (low errors (2)) architectures of the BPNN networks. Much more efficient was decomposition of the simulation problem and formulation of three BPNNs, separately for each curtain layer.
The three sets $PA$, $PB$ and $PC$ have a scarce number of patterns. That is why the multifold cross-validation approach was applied [5]. Each set $Pl$ was randomly split into $K = 10$ subsets $Tlr$, where $r = 1, \ldots, K$, containing 2-3 elements. Then for each layer $l$ the subsets $Tlr$ and their partitions $Llr$ (i.e. $Tlr \cup Llr = Pl, Tlr \cap Llr = \emptyset$) are assumed to be the validation (testing) and estimation (training) sets, respectively. The training and testing processes were carried out $K = 10$ times for the sequence $r = 1, \ldots, 10$. For each $r$ the validation of the BPNN: 4-H-1 model was made in order to find an optimal number of sigmoidal neurons $N_{opt}$ (linear neurons were used for outputs).

The above mentioned validation process was carried out by the MATLAB Neural Network simulator [8] using the Levenberg-Marquard learning method and, ending training at 60 epochs. As a result the following BPNN structures were designed: A) 4-2-1, B) 4-2-1, C) 4-4-1. Then the networks were also used for formulating FWNNs in the corresponding curtain layers.

3 Discussion of results

3.1 Crisp prediction of unit water absorption

The neural prediction is estimated with respect to each curtain layer. The errors of neural approximation are put together in Table 1. The neural prediction is obtained in the lower curtain layer $C$. This conclusion is confirmed by experimental histograms shown in Fig. 4.

Selected average values of measured water and cement absorption $QNN$ are shown vs. measured values $QEX$ for each pattern associated with the layers $C, B, A$. The Figures correspond to the “best” BPNNs in sense of their validation. Statistical parameters, (i.e. coefficient of determination $R^2$) of sets $\{(QNN, QEX)^{[p]}\}$ and standard error $ste$ for these sets) are written both in Figs 6, 7, 8 and in Table 1.

In the next Figs 6, 7, 8 the values of neurally computed unit water absorption $QNN$ are shown vs. measured values $QEX$ for each pattern associated with the layers $C, B, A$. The Figures correspond to the “best” BPNNs in sense of their validation. Statistical parameters, (i.e. coefficient of determination $R^2$) of sets $\{(QNN, QEX)^{[p]}\}$ and standard error $ste$ for these sets) are written both in Figs 6, 7, 8 and in Table 1.

Selected average values of measured water and cement absorptions enable us to predict the water absorption in secondary boreholes with different accuracy. The deeper the soil layers, the better
Fig. 6. Experimental vs predicted values in 20 percentage error cone

the neural prediction. In order to come near to reality of the sealing process a fuzzy prediction can be carried out. This goal can be partially achieved by the Fuzzy Weight Neural Networks (FWNNs).

Fig. 7. Experimental vs predicted values in 20 and 50 percentage error cones

3.2 Fuzzy prediction of unit water absorption

Using initial values of NN weights from the above discussed BPNNs, fuzzy outputs were computed by means of corresponding FWNNs. In Figs. 9, 10, 11 the membership functions for selected outputs are shown, on the basis of computed interval values for cuts $\alpha = 0.0, 0.25, 0.5, 0.75, 0.9, 1.0$.

The selected outputs correspond to patterns for which the errors of crisp neural approximation $*$ are marked. The membership function in Fig. 9 corresponds to the pattern No 21 in layer C. The approximation by BPNN: 4-4-1 has relative error $REb(21) = 1.9\%$. It is visible that the measured value $Q_{21} = 0.024$ can be bordered by the interval values $[0.0231, 0.0240]$ related to $\alpha = 0.9$. A similar approach but related to $Q_{12} = 0.051$ in layer B is shown in Fig. 10, corresponding to the secondary borehole No 105 in layer B. The approximation by BPNN: 4-2-1 has relative error $REb(12) = 39.2\%$. The measured value $Q_{12} = 0.051$ can be bordered by the interval values $[-0.0055, 0.0646]$ related to $\alpha = 0.75$.

The intervals of $\alpha = 0.75, 0.90$ are span over 92% and 83% of water absorption values measured for the layer B, cf. Fig. 7. In case of layer A the $\alpha = 0.25$ intervals include 86% of measured values and $\alpha = 0.50$ gives covering of 59% of measured values, cf. Fig. 8.

Fig. 8. Experimental vs predicted values in 20 and 50 percentage error cones

Fig. 9. Membership function for unit water absorption $Q$ in the borehole No 21 of layer C

Fig. 10. Membership function for unit water absorption $Q$ in the secondary borehole No 105 of layer B
4 Conclusions

1. The sets of data related to unit water and cement absorptions in the primary and secondary boreholes in the analyzed dam grout curtain are very scarce and inconsistent.

2. A decomposition of the neural prediction was performed, i.e. different neural networks were formulated in each layer if the curtain layers.

3. The best, crisp type neural prediction by BPNN: 4-4-1 was obtained in the deeper layer C.

4. Interval prediction were performed by the fuzzy type networks FWNNs. In order to cover majority of experimental output values $Q$, different $\alpha$–cuts are needed ($\alpha = 0.25, 0.50$ in layer A, $\alpha = 0.75, 0.90$ in B and $\alpha = 0.50, 0.90$ in C).
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### Appendix: Results of measurements in layers A, B, C of Klimkówka dam grout curtain.

<table>
<thead>
<tr>
<th>Lr</th>
<th>No of pa.</th>
<th>No of bo.</th>
<th>Unit absorptions [Lu, kg/m]</th>
<th>Primary boresoles</th>
<th>Sec.bo.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Primary televisions</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>qₜ, qᵣ, cᵢ, cᵢ, Q</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lr</th>
<th>No of pa.</th>
<th>No of bo.</th>
<th>Unit absorptions [Lu, kg/m]</th>
<th>Primary boresoles</th>
<th>Sec.bo.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>qₜ, qᵣ, cᵢ, cᵢ, Q</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Abbreviations in the table heading:**

- Lr - layers of the curtain,
- pa - pattern,
- bo - borehole,
- Sec.bo - secondary borehole,
- qₜ, qᵣ - unit water absorptions in primary boresoles placed on the left and the right hand side of the secondary borehole,
- cᵢ, cᵢ - unit cement absorption,
- Q - unit water absorption in Sec.bo.